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Abstract—Stock market prediction is an attractive and
complicated application of machine learning algorihms. There
are many various effort in price prediction by usirg methods
such as Neural Network, Linear Regression(LR), MultiLinear

Regression(MLR), Auto Regressive Moving Average Mode
(ARMA) and Genetic Algorithms(GA) .In this report w e consider
about the Twin Gaussian Process (TGP) method to predi the

stock prices. Using stochastic processes for stopkediction has
not been studied widely but we believe every progss can be
directly applied in business For that we use the historical data of
stock price to learn TGP and finding the relation béween input
and output data. Then, by insertion of the new datdo TGP, we
predict the prices. We test our method on both USAand Iran

stocks. The result of using TGP method is much efféee than

base line methods.

Keywords-component; Regression ; Stock Market ; Prediction ;
Twin Gaussian Process ; Structured prediction.

l. INTRODUCTION

variables where an arbitrary subset of variables &goint
Gaussian distribution [7].
Twin Gaussian Process is a generic structure predic
method that use Gaussian Process (GP) prior orbdiie
covariance and response, both multivariate, antmatgs
outputs by minimizing the Kullback-Leibler divergan
between two GP modeled as normal distributions dingie
index sets of training and testing examples, enipimasthe
goal that similar inputs should produce similargepts and
this should hold, on average, between their matgina
distributions [8].

In this research data in use includes of stockephistory
of 8 deferent stocks over the period of 10 yearbe T
interesting point of using this TGP algorithm, & hot
necessary to use whole data to learn. And modal getd
result with small data sets.

In this research we use historical data of 8 stmekket
prices as data set(prices of: adbe, adsk, ertd, orsd, sap,

Because of dynamic manner of stock market price§’ymc, and VrSﬂ).alSO we use historical data of'$ramock

prediction is so difficult. Increase and decreasstack market
prices depends on various factors such as amoutérofnd,
exchange rate, price of gold, price of oil, poéticand
economical events and ... but in the other view puiatcan
consider the stock market price variation as tirages and
without notation to the mentioned factors, and Justfinding
the sequence rules of price train, make the priedigtion in
the future.

prices to predict stock price of Tehran Stock marRKéese
data include five feature of daily price (open pridhigher
price in day, lowest price in day, close price antlime of
transactions). We use close price as feature of alay try to

train our TGP model with close price of previougsia

First step for prediction is data cleaning. Fos thirrpose,

we must focus on data series and remove outliers ffataset.

In some range of dates manner of prices are so \eady

There are so many researches in price variatioe timnavent normal changes. This range of data musbverfrom

series prediction by different methods such as Aleur dataset. After that import data series in TGP tarre
Network, LR, MLR, ARMA, GA. Neural Network is onef o sequential of time series. The main goal of regoesss to

the popular methods for predicating stock markebstiof
researches that use Neural Network for predictise Multi
Layer Perceptron and use back propagation for
Network.[1], [2], [3], [4] who Train Neural Networkoy
historical data of stock for predicting price inte.

One of the effective methods can be the “Regressio

algorithms”. The aim of Regression algorithmsoisnap the
function or set of functions on the price variatmmve. Linear

find best value of next states. Regression mettaadept a
series of data for input and get the future valmesdexes.

learn

In a study which was conducted in MIT Universit{tfQ to
predict stock market by Gaussian process. They smge 8

stock price history as we use for experiment. Weathe result

f them for base line result and compare our resith that.
S you can see in result section, our predictioougaxy is
better than their result. For example in experimeith msft's

dataset, the Mean Square Error (MSE) of our priedicts

Regression and Multi Linear Regression also used f03g87 and the result of MIT research was 23.24. thi/éo use

prediction. [5,],[6] use Regression for predictistpck price
changes. The used algorithm in this research is1 Tgussian
Process. A Gaussian process is any collection pfiaiea

same data and structure for prediction, and thencae
compare our result with TGP with result of themhw@P .This
show that TGP process is more effective in thisliegion.
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Problems similar stock market prediction becausetheir
distribution can be more predictable with TGP.

. TwIN GAUSSIAN PROCESSMODEL

In every prediction, we have a set of input val(fes our
purpose, time) and a set of corresponding outpot @ur
purpose, stock prices). Our goal is to predictlsfmices given
a limited time series. In the next section, wetfiexplain
shortly about Gaussian Process, and its applicaiion
regression. Then introduce the new method of TwaugSian
Process and describe about its usage for strugtuegtiction.

A. Gaussian Process Regression

A Gaussian process is a generalization of the Gauss

probability distribution over time [8]. In the otheords, it is a
collection of random variables which is a subsewafiable
with a joint Gaussian distribution [9].

Similarly to the Gaussian distribution which is ciadized
with a mean and covariance, a Gaussian procepedsatized
with a mean functioom(x) and covariance functiok (x,x’).

That is,
m(x) = E[f(x)] =0
And,

k() = EI(f(x) - m(@)) (F (&' = m@) )1 =&
And the final form of GP is
f(x)~ 6P (m(x), k(x,x))

Usually for having a simple computation and notatibe
mean function is assumed 0. So we have,

f(x)~ GP(0,K)

In the case we assunfé as ground truth and as a
prediction, there will exist a joint distributiorver the training
data and the prior is centered with mean on 0, thus

[f*] (o [K&X KX, X)
f KX X)) K&X)

Such as other regression method, the goal in GPider a
continuous function from a training set of inputjmut pairs.

Such as other regression method, the goal in G® iisfer a
continuous function from a training set of inputjmut pairs.
Our used covariance function was the Gaussian, thigd
kernel function prior guarantee a good regressiptirbiting
inputs based on strong correlation of their outputs

Simply a Gaussian Process for regression purpasses of
functions which accept outputs Y with a Gaussiatritiution
based on every value X as input. This set of foncthad
shown in figure 1.

According to figure 1 (left) every shown line inagrregion
can be assume as a regression function of inpuesabf x.
However, with having some values of output corresiiag to
given input, we can prune a lot of functions, andg gray
region decrease significantly. These functions strewn in

figure 1 (right) with dash lines. For our examplean value
of functions was assumed as the final regression.

0 05 1
input, x

nput X

Figure 1. Set of functions for regression by usBR)[7]

B. Twin Gaussian Process

Gaussian Process regression is a useful methdafating
non-linear relation between inputs and outputs,itaijust for
single outputs. Although generalizations to mudtigutputs
can be derived by training independent models &mhe this
fails to leverage information about correlationsoaig output
components in the predictor. [10]

Another task which GPR can't handle it is havingimas
values for a time series, such as our problemishan inverse
stock prediction problem for financial purpose. BRmiving
these sorts of problem Twin Gaussian Process wasoped.
It's first used for estimation of monocular 3d humbody
poses which is a challenging problem in computeiowi area
and show significant improvement and became sthtarto
The similarities between the concepts of this mroblwith
stock price prediction encourage us to apply tkigression
method to our problem.

The twin Gaussian process is a structured prediatiethod
which uses Gaussian process priors [8] on bothr@tes and
responses, both multivariate. This method prediatputs by
minimizing the KLD [9] between two GP modeled asmal
distributions over finite index sets of training datesting
examples. It's based on this fact that similar tsmhould
produce similar percepts. [9]

To discuss about the details of this method we euot

formulation below from [8]. To begin with, we firsbnsider
an alternative view to Gaussian processes. Since
(X@)T
x (@
is a sample from a Gau55|an distribution
i Nx(o' KXUx_) .
where we can estimate the covariance matrix as:

(X(( ) ] [x(@

(X(d))Tx(d) (X @)Tx (@
[ X@ y(@) x(@D 5 (@D ]

Kxux = X(d)] =

In perception problems, we wish similar inputs tmduce
similar percepts. Since we know the true Gaussistnilslition
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of the inputsV, we measure the offset between the estimated Figure2. Previous Days and TGP Prediction

Gaussian distribution of outputs, includi_ng a nanget, and Table 1. Mean Squire Error of Stock Market predicti
the homologous input distribution, using Kullbackithler
dlvergence[8]: Dataset Name . . Mean Square Error .
Twin Gaussian Process Gaussian Process
Adobe Systems
N 1
Dt (W) = == = ~ logliy + pansomorated, 55120 31.664
r Autodesk Inc
4 1 r {K Ky Ky } (NASDAG:adsk) 6.9853 38.1152
) XUx ™T Electronic Art Inc
2 (Kp)" Kg (rr, T) (NASDAG-0rtS) 9.3889 45.4864
1 Kg Kp Microsoft
+ Elog KD Ke(r ) (Nci\osrgggmt) 3.8729 23.2404
Oracle
Corporation 9.1444 14.0564
. RESULTS AND CONCOLUTION (NAzpAore)
(NAZDAQ:sap) 10.6153 53.8016
Symantec
A. EXPRIMENTS Corporation 13.218 16.5636
We performed data from 9 stock markets to test our (’\{f;?s’*i‘?;f{rf‘c")
method. First 8 dataset is historical data from UStAck (NAZDAQQ:WSH) 13.2947 22.6892
market and last dataset is historical data fromrdrelstock Tehran Stock
market. These datasets contain 6 features from daghof Index 0.79102 4.4541

trading. Because of important meaning of closekstoce in
each day, we decide to use the value of close prieach day

for learn our model. We use close price of traditays to
predict the price of the following day(s).

Before use TGP and GP for forecasting prices, fivet
focus on price manner and find out that, variantehange
prices in some range of dates in Iranian stockepscso high,
may be for political or international event. Ther decide to
remove these data and ignore these ranges.

B. STOCK PRICE PREDICTION

After preparing data for learning Regression moded,
perform experiments with Twin Gaussian Process ahd
Gaussian Process. The result of GP and TGP ineludrge of

price in future, that prices may have a value is thnge( as ]
you can see in figure 2).GP and TGP present a roédnis Figure 3. Forecast rang and mean of forecast range
rang that have better chance in future.

For evaluating our result with actual values, weenpare
these mean values with actual values, and calciVsan

Square Error (MSE) for any predicted prices. Inexperiment &
we use all 9 dataset to learn and predict stoatepn future.
The result of TGP is better than GP, as you canirséigure 0 1

2.Prediction accuracy with TGP is more effectiveaih 9

dataset. 1
i 30 T
I 4 1 20

Error Bars

Figur4. Error bars (GP: red and TGP: blue)
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